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ABSTRACT

In this report we summarize our general considerations on the design of
signal sets and coding schemes. The aim is to provide a set of rules I hat are
behind all efficient use of the transnission resources. In particular we discuss
the basis signal design, point constellations, combined coding/modulation,
and concatenation of codes, which appear to be the present day qualified
artifices that exchange complexity for bandwidth, transmission r;te and
power.
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1 - Introduction

The research activity during the three-years period covered by this linal re-
port was essentially directed to study tile section of a transmission chain
that is allocated between the channel encoder and the channel decoder en-
closed. That is the part of a communication system that properly carries
the information from the sender side to the receiver end. In particular we
have considered the following topics:

1) The problem of the basis waveforms and their generation.

2) Signal sets and group point constellations.

3) Modulation: combined codes and signals.

4) ('ode concatenation: combination criteria that yield optimal perfor-
mance after complete decoding.

5) Complexity of arithmetical operations in finite fields.

The idea behind was to describe and present a set of rules and cojiditions
representing the guidelines for the design of signals and codes, the objects
that appear to be the principal components of any communication link.
This subject of course is the central matter of comnmunication thwory so
tile whole set of available results cannot be certainly summarized in a short

report, neither we have such a presumption. But our limited scope is to
point out some aspects that not always have received the attention that

they deserve. We hope that our little effort will contribute to a bettvr comn-
prehension of the fundamental phenomena that regulate the transmission of
tile information.

Specifically in this report after having recalled the general model of any
communication chain, we successively describe the peculiar functions of tle
main building components with reference to the special topics considered ill

our previous technical reports. In particular section 3 is dedicated to the
study of basis waveforms and section 4 consider the point constellations. Ill
section 5 a short description of general combination schemes for coding and
modulation is reported and in section 6 a strategy as well as am algorithm
for the correction of both errors and erasures by means of Reed Solomon
codes are described. Finally in section 7 considerations on the coniplexity
of the arithmetical operations in finite fields are reported.
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At last this conclusive report tries to give a hopefully convincing motivation
of our apparently dispersed interest on scattered topics shown by the list
of the research publications. In our opinion we have fractionally reviewed
the wide range of tools that we consider to be the indispensable reference
notions for every designer of transmission systems.

1.1 - The Model

After Shannon's fundamental ideas about the description of every commu-
nication system which were masterly exposed in his seminal paper A Mlathe-
matical theory of Communication, it is definitively accepted that the model
of a transmission chain is composed hy the concateitation of functional blocks
that describe either information transformations or the behavior of the phys-
ical supports used to transfer the information.
The basis skeleton consists of the chain source-channel-user, however the
more detailed scheme represented in fig. 1 must be considered for any par-
ticular investigation. In fig. I we distinguish the following relevant blocks:

SOURCE - The source produces the information to be transferred. It may
be described abstractly as a scheme characterized by a finite alphabet
A f{aj})l with an associated distribution probability p{a,}.i =
I .. . However for study pusposes of the transmission scheme only.
it is more co von ion Iv viewed as a imechanisin that enits, every F
seconds. one of .11 equiprobable symbols froii the alphabet A.

Channel encoder - The encoder usually performs two tasks:

- It maps the source symbols into symbols of an alphabet (usually
elements of a finite field' GF(q)) suitable for encoding operations.

It operates the encoding by adding parity check symbols to the
information symbols according to the error correcting code used.

Modulator - It maps channel encoder symbols into a convenient set of sig-
nals to be sent on the channel. The signals may be either baseband or
translated into a suitable band, in every case they may be described by
means of a finite set of basis waveforms that define a finite dimensional
signal space. The transmitted digital signal may be written as

oe(t) = ~ Et5(t - kT)
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where SC,(t) are signals of finite duration T selected from a finite set
{S(t)}NLj according to a rule governed by a random variable Gk that

assumes N possible integer values.

CHANNEL - It is the physical support on which the waveforms are sent.
It is characterized by deterministic physical parameters that allow us
to specify the transformation affecting the waveforms (luring the prop-
agation and by stochastic parameters that allow us to describe the
non-deterministic transformations that corrupt the conveyed signals.
These unpredictable modifications are called noise and ultimately mo-
tivate all processing both at the transmitting and receiving sides.

Demodulator - It performs the dual operation of the modulator. that is
it converts the received signals into channel code symbols. However
its function is more complex because of the presence of noise: it must
practically solve the theoretical impossible problem of inverting a map
that is not one to one. Therefore the demodulator assignment is to
guess, according to proper strategies, the signal that has been sent

given a received signal corrupted by noise, this inevitably introduces

the errors.

Channel decoder - The decoder has the same objective as tihe denodu-

lator: it also has to invert a functiom Ihat was deliberately not one
to one because of the iitroduction of tlie Iarity check sYmmbolS that

expaild the true dimension of the information space. In ot1wr words

it attempts to correct the noise intro(uced errors.

USER - It is the final destination at which the informamtion is directed.

usually the information is received encc,!, d iito the sooirce alphabet
and then it is converted in a meaningful form for the applications.

In this scenario the principal aim is to recover at the user front end the useful

information in the most faithful and economical manner. In mathematical
terms, more frequently, this means to keep the symbol error probability as
small as possible, with constrained resources, i.e. with limited energy, band-

width and complexity of the devices. However, apparently in contradiction

with the last statement, it must be remarked that not always error prob-
ability is the proper measure of quality, other characteristics may be more

important. for example voice or musical sound quality in radio broadcasting.
imperfect image restoration but nevertheless informative in tomography, etc.

i5
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II

Figiire 1h Traiinission chiai ii iodel

2 - Channels

SOhe cha ul.s are ver n cooplex allixture of devices. truic atores. phvica
rea ~lil'Ces and raiidoiil coiii )Oiielits. (l genel n they ale c o dl atl(.1 "

the following objects:

- "ile 1oldolator which generates ai sends rhe signl;s o1 tihe cllaiinel.

The electrical. optical or acoustical ilneans used to convey tile wave-

forms that carry the informat-ion property encoded. 'his is the channel

properly said in our model on which the signals are corrupted by noise.

interferences and by the behavior of imperfect devices. The noise is
described by tile frequency spectrum and the stochastic parameters.

The other sources of impairments have descriptions which may be de-
terministic or stochastic.

- The demodulator usually tries to recover the information signal sent

from the distorted received signal.

The signal space is a n-dimensional vector space specified by a set of n

basis waveforms of finite duration T:

6



These waveforms are used to construct the signal set according to the rule

n

SAOt F_ ZXvAt) 1< i< Al
j=l

where the set of vectors

Xi = (xli, x 2 ,....x.) i= 1 .. M

is called code for the noisy channel (frequently Gaussian channel) and con-
stitutes a point configuration in a n-dimensional real vector space.

The channel properly said may he described as a stochastic mechaiiisin
that adds to the signal re(t) unwanted disturbances such as noise il(t). in-
terferences I(t) and distortions D(t), so that the received signal will be:

r(I) = 1o(t) + v(t) + I(t) + D(f)

Obviously all of these impairments have a convenient mathematical descrip-
tion which may be either exhaustive or incomplete depending on causes that

not always are under the user's control.

3 - Base waveforms
T[le design of base sigiials hias en extensively ilv\estiga ted with Iimifferc'nt

aiis in many fields of science, for a good account by one of the majors
coltributors sec [55]. IHowever the sibject accidcletall 'niains at a pur',ly
speculation level and Iias not received tlie deserved attention )' the com-
iniiiication engineers. This is possibly due to the consolidated experience
in generating sinusoids and typical baseband wavefornis, to the existence of
firmly established standards and, wvhy not, to the traditional human conser-
vatismo. At last it must be said that also a theoretical argumeit motivates

this apparently casual choice, because as it was acutely observed by Slepian,
[55], a large number of communication systems can be modeled by linear
transformations that admit sinusoidal functions as eigenfunctions.
Good books have been exclusively dedicated to the subject, see for example
[36], where the design of base signal has received a convenient attention and
a general accurate formulation in mathematical terms,. By the way the ac-

tual trend in technological environmeits maintains the sUl)reinacy for sine
and cosine signals as well as the definitively unavoidable baseband signals.
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Inconveniences such as intersymbol and co-channel interferences are con-
trolled by using equalization (i.e. post-processing) and filter shaping. In
our opinion this consolidated traditional approach could be integrated by
paying more attention to the design of the base signal set, limiting the in-
trinsic impairments with pre-processing instead of post-processing. In the
following we will try to outline this approach with no pretension of com-
pleteness.

The slightly different point of view that tries to obtain a base signal set
more adapted to the channel is based on the results concerning the problem
of the Maximum transfcr of cnErgy with constmints both in

bandwidth and time.

This problem has been variously considered as research subject during the
past. Deep theoretical results appeared in the earl' sixties in papers by
Slepian and others. It will be now formally stated in order to emphasize
the relevant mathematical aspects and the lines of possible future studies
towards the feasibility of practical applications.
Let us consider the set S = {sj(t)} =1 of signals strictly limited in time at
the interval [0. T]. and having finite energy. i.e.

. . t - d <

Let the signals ibe sent over a linear channel claracterized by the linern
Iransfer functiont h(t) so that he output ignal y(t) is

y(t) = 'h(t - r)(r)dr

The problem is to find the signal q (t) such that the corresponding output
signal y(t) has the maximum energy concentrated in a limited frequency
interval [-W/2, W1/2].
The solution of this problem is proposed in [36], where also useful examples
are developed such as the ideal pass-band filter and the first order Butter-
worth filter. Whereas solutions for the whole class of Butterworth filters has
been reported in [29, 30]. It is interesting to recall some of these results in
order to illustrate what can be expected and t lie amoinit of signal processing
required in the lesign of new and efficient signal sets.
The problem is conveniently formulated as a computation of the norm of an
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integral linear operator in a proper Ifilbert space. It is well known and it
will be briefly reviewed hereafter, that the square of this norm represents
the maximum of the energy of signals passed through a filter character-
ized by the operator. The most studied operator of this kind is certainly
the bandlimiting operator with kernel sin whose eigenfunctions, the pro-
late spheroidal functions, are connected to basilar theorems on time and
bandlimited functions [551.

Let [a)r] denote the euclidean norm of a function x in a given Hfilbert
space X. let ,V(V) denote the norm of a bounded linear operator V acting
in R. therefore /V(V) is defined as a constrained maximum

.V(V) = max )V-rI]I1 11=1

The simplest way to compute this maximatumm is to look for the maximumli
of the square jIV l[2, therefore .V(V) will result from the solution of the
classical problem of constrained maxima for positive quadratic forms. It is
well known. [50]. that V'(V) 2 is given by the greatest cigenvalue 0 ...... of the
linear operator VV'. i.e.

where V* denotes the adjoint operator of V mnd I V,' - ,

If V is ain operator wit h kernel kft) associated to a linear filhtr h1e))

y(I) = V.r(I) (/ -

i t he filtered sigalm . 'lle ellergy of y(/) is

11y
2 

= IIV;[ =jt 
2
dtY2 = j 1 (;- .s ,k( I ). .s ).x( m)du

= /R h(u - s) ().r(m)d td.s

where

h(u - .s) = j k(t - s)k(t - it)dt

is the kernel of VV'.
The square M(V)' of the norm of V is given by the maximum eigeivahle
rrI of Nt) with associated the eigenfaimction (lt) limited in time, i.e.

f0"1"  
- mm)¢1(m)da = oiCrl 1) .1)
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The eigenvalue a, yields the maximum allowance of the energy of any finite
duration signtal passed through the filter. The associated eigenfunctions
may become important subjects because they provide anl orthonormal basis
f~~t} for any finite set of digital signals. To solve equation (1) is usually
very difficult, however special classes of operators allow us get closed form
solutions lby standard techniques. Let us consider operators Q with sym-
metric kernel of the form K(t, .s) = h(t - s) whose inverse Q- 1 is a purely
differential linear operator of the form

k

The eigen functions of Q - are solu tions of aI linear d ifferet ial eq a honl.
which in many interesting cases c-ait he explicitly solved. Therefore, since
commuting operators htave t lite sanie set of cigenfunctions, we can fintd the
eigeuvalues of Q by utsing the eigettfnctiotts of tite differential operator Q-'.
.see [29]. A large class of operators, with p~ractical significancee, htave kerntels,
h( t) whose Fourier transformts is the reciprocal of an even pol 'ynoniial, alt

interesting examtple is providled by tlte seconid order filters. i.e.

11(f) =I+ 2a(f/l 1 )2 + I( I - 2a)(f/l ) 1 0 < (1 < 1/2

It is (larifvillg to outtlinte Ilie iiti (otltlplllatiolls t ha~t explicitlY proitItIitt Ihle
eigentva ties As said biefore t he procedurem is, two ,teps

I) givei ll 1fl fltn I Ite getteral solutiotn ohf' the dtfrlitll equal~tiont asso-
ciated to 11) -I:

ii) impose05 t Itis soluttiomn to he ai cigelt funtctiomt of Q to obt aint a cottdhitijolt
(tinsiall - a t ranmscentd(ellt al eqjuat iott), for te te igentva I ies an 111 inial l.
rottt )1]te t he vigelt fiturionts [29).

The eigetiftitctions for a second order filter satisfyv a dhifferenttial equmationt of
fourth ordetr

d" V' 8aor' 2 2 ot I I)(47.21,V2)2, 0 2
ds" 1- 2a 2 0 ( I- 2a) (2

whose clttratcterist ic equaot ioni has roots thattt call mmle demioted as

27trWX. -2rl'VX, 2irjIVY, -21rjIIY

to



where

1 - 2a a-d Y 2a

are real numbers connected by the relation

X
2 _ 1,2 2a

I - 2a

and = ua + (I - 2a)( - - 1). It follows that the eigenfunctions of V will

have the general form

", (1) - 1 C t +- C2 C- +_ c3 C2'iYt + . -, V t ( )

where the four constants ci's are found as a solution of a linear honiogeneous
systen of algebraic equations and a is root of a transcendental eqnatioll
obtained by imposing that ;(t) is eigel Il nct ion of the inltegral operator, i.e.
by requiring that

f h(t - .s).ds = 75,)

be an identity. Set

ai

i - 2a.V
2 + ( - 2a1.'

-1

front tll( res(lt li h l llo ogl llls s rll ill foitr ulltkiltl t s. (fi $ , - . \e

get a t raniscendental e(rationl lhat yieds X anlld in t Tun a. The vquat in for
A is very complex. here wI 'etorl t lY it.S &ls'ylptolic ,xprIv.sioll tot' t.v;al

values of X:
ly2,,I . X 3 +0

Ig,(2silV.\) = + +

showing that we have all infinity of roots because of the periodicil of the
tangent function.
It has been shown that the increase of the dimension of the signal space yields
a better use of the channel resources, at the relatively limited increasing in
complexity. We can in fact summarize some of the advantages that can be
deduced from the completion of the above argument

1. the increase of the product 2WT automatically ameliorates both the
co-channtI and the intersymbol interference because it allows is to tise
basis waveforis with better concentrations of energy both in tiire and

frequency.
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2. the signal pre-processing allows us to reduce the receiver complexity
with possibly a better use of the computational power.

3. from the forced greater dimension of the signal space we are con-
strained to use large signal sets with the unavoidable condition of
choosing such sets to approximate the Shannon bounds. [43].

From the above considerations we can conclude that basis signals space of
larger dimension should be considered in the future. Moreover it should
be hopefully better if such signals will be matched with the channel char-
acteristics. Here we have resorted some tools that should deserve a better
attention by the designers of data links.

3.1 - Synchronization aspects

Synchronization has always been one of the most crit'. )k issue in any trais-
mission system. The well known problem consists .

Given a finite duration signal v,(t) transmitted on a channel
of limited bandwidth, therefore from the received signal r(t) fiiid
the proper time allocation to for , (t - to), which maximizes t lie
correJa lion

I r(t)(t + 1o)d

The devices for syirlhronizatioih acquisition usually arec (juit Cie comlic;ated
and normally represeit an exlpensive part of a ny receiving device. h'l(' use,
of improper basis signals that are sensitive to synchron iza tio proble is ii ay
cancel the advantages corning from the believed convenient conidit ions that
were imposed in their constructioi.
In this context synchronization capabilities may be evaluated by considering
a set of cross-correlation relations defined as follows.
Given the set of basis wavefornns {Oi(1)}; 1 of finite duration T, their cross-
correlation functions are defined asT

j(T) = J (t)Vj(t + r)dt

If the functions Oi(t) satisfy equation (1) with the companion operator Q-i
time-invariant, then it is immediately seen that 5( r) is an eigenfunction
associated to the eigenvalue a,. It follows that. in general, synchronization is
a critical issue for this kind of waveforms and the maximum concentration

12



of energy is not always the best target to be pursuit. However we can
be more optimistic because in certain circumstances we may have positive
return. Let us assume that Q is also invariant for time-reverse. Define
the cross-correlation functions as follows

'Do(.r) = ,l(t)0j(t + r)dt

We have
i,(r)= j 0 1(t - r),j(t)dt

showing that (ij(r) is an eigenfunction for both ai and aj and therefore is
identically zero. unless i = j. In this last instance it results

1ii(r) = '

and therefore the reference time call be recovered from the zero crosses of

4 - Point constellations

The Notulnikov geometrical representation of the signals has assilmed a
profillent position ill all descriltions of signal carryiiig information. A[any
Shannon heuristic results have beein achieved Iiy purely geometric argii-
ments. "'he flavor of the geometric view has lead to results otherwise til-
reachable.

The representation of signals by points in n-diunensional vector spaces
R. permitted almost naturally to consider symmetry, a feature that seems
unavoidable to approach the perfnrmance guaranteed by the information-
theoretical )ounds. Therefore the machinery of group representation and
the intuitive results, pictorially appealing, of n-dimensional geometry are
used to describe and to produce point configurations that present the more
convenient features for generating signal sets.

The geometry of the point constellations as well as associated geometrical
object such as Voronoi (or decision) regions have a role in the computation of
the signal performance over channels with rotational invariance. This topic
has assumed a relevant position in the design of any modulation scheme, far
beyond the initial status when tile subject was considered just amateurishly
or without a real engineering concern. The paper [28] is intended to review
the state of the art in this sector. Other surveys appeared before, the most

13



relevant is [12], and the recent survey [24] is interesting. The analysis of a

large but finite number of regular configurations of points in n-dimensional
spaces, point constellations that usually are associated a transitive group of
symmetry, is a challenging problem.

The consideration of group codes leads to enhance different achievable
gains

I. increased space (limension yields two advantages:

(a) possibility of using more valid basis signals;

(b) gain coming from the greater minimum distance achievable per
dimension;

2. greater is the number of available configurations larger is the number
of constraints that can be accomplished.

In [28] is reported a configuration with 16 points in dimension 4 that shows
a minimum square distance of 1.17 with a gain, normalized with respect to
the space dimension, of 1.6.5 dl over the 16-QAM in dimension 2. Moreover
a second advantage coming from the four dimensional point constellation is

that the corresponding signals have constant envelope.

5 - Modulation schemes

[ie ever increasing interest in conhined modulation and coding after the

pioneering nrngerboeck's paper is motivated by the high per forn raice oh-
tained at mo(lerate complexity.
Two combination principle have becoime prominent:

" Trellis Code Modulation (TCM) is a technique that combines convolu-
tional codes and modulation, the demodulation is executed by ireans

of the Viterbi algorithm that uses a metric induced by the signal con-
stellation;

" Block Code Modulation (BCM) is a technique that combines block

codes and modulation, the demodulation is performed by using a eu-
clidean metric induced by the signal constellation, that is a euclidean
distance is computed between the received signal and any possible
transmitted signal.

14



Therefore in order to devise decoding rules affording manageable complex-
ities both codes and modulations must accomplish strong symmetry condi-
tions. Symmetries of geometrical objects are mathematically described by
the action of finite groups of transformations, so henceforth we will assume
that both error correcting codes and multidimensional signal sets have nice
symmetry groups.

5.1 - A general combining principle

Let us briefly describe a general principle for combining error control codes
and modulations. This approach in many circumstances produces signal
sets decodable by algorithms of restrained complexity.
Let us consider a set of L channel error correcting codes Ci respectively
with symbols from the alphabet Ai, codeword length ni, cardinality Mi and
minimum Hamming distance di, for i = 1 ... , L. Possibly all codes have
a common codeword length N. Suppose that each code is associated to a
symmetry group which may be

either a group of transformations generating the whole set of code-
words starting from an initial set,

or the code itself has a group structure with a subset of codewords as
generators.

Let us define their xte rnal product

Ci

as the set of L-dimensional vectors with the first entry coming from any
codeword of C1 , the second entry coming from any codeword of C2 and so
on until the L-th entry coming from any codeword of CL. To avoid border
effects, if the codeword lengths are different then we must think of unlimited
concatenations of codewords.
Let us consider a group code [M, n] which is a n-dimensional point config-
uration P generated by the action, of a representation of a group 9, on an
initial set of points. Let us consider the coset partition of G with respect
the subgroup 'HI with transversal TI:

G= U ti(i

15



such that the condition I T 1=1 Al I is accomplished. Moreover let us
assume that a chain of subgroups exists

9 D ?Y DW2 ... D HL,

with each transversals T satisfying the condition 1T =1 .Ai I, i = 1,... L.
Therefore let us consider the hierarchical partition of P induced by the above
described partition of G.

A combined modulation and coding scheme is specified by an
invertible mapping 4b, from Q into P, induced by the correspon-
dences

Oj : A -Ti i = I_.., ,L

This combining technique is accompanied by a number of theorens that
demonstrate how the coding gain call be achievedtrough the whole mecha-
nism. In next two sections we briefly recall two special cases, which occupy
a prominent position in tile present day applications of these modulation
schemes.

5.2 - TCM

Trellis code modulation is a generalization of the combining principle first
considered by Ungerboeck. This technique is reminiscent of tile convolh-
tional encoding, in fact in several irmportant cases it is l)ased oil convoll-
tional codes. It can be abstractly described as follows:

Each signal of duration T, to be sent on the channel, is se-
lected from a collection of point sets ,l'/ where each set Xt is
labeled by means of a block of k, symbols that belongs to all
alphabet of q symbols. In thle same manner every point in l
is labeled by means of of a block of ki symbols from the same
alphabet. The modulator is composed by a shift register having
k, + kt positions; every T seconds ki symbols sequentially enter
the register and a block of k. symbols remains from the previous
step to define the register state. Therefore a block of k, symbols
is used to select a subset Xi) whereas a block of kt symbols is
used to select a point within the subset.
Referring to the set X = U{ Xi as a group code, it must haveq k+k, points and letting a two stage decomposition induced by
qk. cosets. with qk, elements in each cosets. (Note that in the
Ungerboeck original proposal we had kt = 1 and q = 2).

16



5.3 - BCM

Block code modulation has been considered first by Imai and Hirakawa [42],
and by Ginzburg [38], who introduced the following combination principle:

Consider L codes C, = {e} Mf of the same length N, respec-
tively over alphabets of qj symbols.
Consider a set S = s'j(t)}A,=I of m = lIL=j qi signals of duration
T, therefore each block of L x N code symbols is associated to a
signal of duration NT obtained by concatenating N elementary
signals of duration T. Note that S possibly is a group code. At
the j-th time interval the elementary signal R,(j)(t) is selected
by means of a function of L variables

u(j) = f(cjCj 2 ..... CIL)

where the entries cji are the symbols that occupy the position j
in- the fodeword (Cli, c2i.. , cNi) of the code Ci.
The transmitted signal, of duration NT, results

N
S(t) = F (t - [j- I )T)

j=1

The partition of the group code is used to define the function

5.4 - Demodulation

The transmitted signal, corrupted by the noise during the propagation on
the channel, will be received as

r(t) = S(t) + v(t)

At the receiver side the demodulation is a process intended to recover the
signal S(t) from r(t) according to some appropriated decision rule.
Therefore assuming minimum distance detection, the problem will be to find
the useful signal nearest to r(t). Hence the N distances Ijr(t)-S(t)Il S(t) E
P should be computed and the demodulated signal will correspond to the
minimum one. The number of necessary comparisons, for picking up the
minimum is N, which usually is a huge number that practically excludes
this direct strategy. For this fact, in general, it is necessary to look for
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techniques requiring a smaller number of comparisons, possibly yielding a

sub-optimal, but of feasible complexity, detection.
It is immediately seen that one sub-optimal strategy is a stage demodu-
lation as suggested by the modulation process itself. However if we want
greatest advantages, then we must hopefully take into account the actual
group structure. Obviously in this case the resulting demodulation strategy
will not be of general application because it will strongly depend on that
particular group structure.

'The above general combining conditions have been considered in [101
with reference to the special class of generalized group alphabets. The va-
lidity of these combining principles is demonstrated by sc.-eral interesting
examples showing the coding gain that can be achieved.

6 - Error correcting Codes

Error correcting codes have been extensively studied and a vast hibliogra-

phy exists which is reported in many books, however the old treatise by
*lac\Villiams and Sloane is still unsurpassed and its monumental bibliogra-
phy is remained one of tlie niost complete complete until 1977. [t7[. After
the liiimited use of error correctim g codes at t heir begin i t the eady
sixties, now tihey" I];y a determinant part i I mani areas:

1) deep space communications.

2) compact dist and

3) RF channels for Imobile coin m n ications.

In most of these applications linear codes have been used because of their
simple matlematical definition. simple encoder structires and well under-
stood performance. Also several non-linear codes present many features that
are reminiscent of the linear property and in many cases have a greater rate
with the same minimum distance.
As initially said, decoding operations are intrinsically hard because their
need of inverting a non-intertible function. Moreover the relations among
different protocol levels contributes to make their position even more diffi-
cult.

18



6.1 - Encoding

A linear code over a finite field F is a k-dimensional subspace of a n-
dimensional vector space FI. The characterization of such codes has a
direct impact on the design of the encoder. Let us recall that through the
generating matrix G, the n-dimensional code vector c is generated from a
vector x of k-information bits according to the equation

c=Gx

This encoding algorithm can be advantageously applied to codes of short
length or with few codewords.
Another approach is commonly followed for cyclic codes by describing the
operations in terms of polynomial algebra. Asstuming the polynomial repre-
sentation for the codewords, i.e.

c (c1 . .) . e(.r) cc]'
i=0

therefore a cyclic code is defined by a generating polynomial g(.r). The
algorithm to be implemented for the systematic encoding of a cyclic code
performs the following algebraic operations

c(.r) k r -' r + t

where

* . =) , (.r) rood :( .

S(.r) is the polynomial of informatiot bhits.

Several classes of non-linear codes' admit encoding procedures that are not
very different from the linear one and in particular circumstances may he
preferable. Let us recall the definition of the class of non-linear codes with
a good internal structure.

Definition 1 - Let us consider a linear code with generating matrix G of
dimension n x k, and a matrix K of dimension n x k-2 , whose columns can be
considered a subset of the coset leaders for the linear code generated by G.
Therefore a non-linear code of length n and dimension k k, + k 2 consists
of the set of codewords

c= Gx, + k(x 2 )

where:
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. the information vector is decomposed as x (xii x2)

the vcctor x2 indexes the columns of matrix K.

A particular subclass of non-linear codes has been considered in [33] where
many analogies with linear codes have been evidenced and demonstrated.

6.2 - Decoding

Error-correcting codes may have different targets at the receiving front end.
leading to different decoder structures, but more important yielding differ-
ent protocols in order to manage the detected error situations.
In our approach we consider complete decoding only. because the effects of
higher protocol levels are beyond our scopes restrained at the commiunica-
tion level.
To these aims the symbol error probability after decoding is the only sig-
nificative code performance figure. Moreover it is by now aul accepted fact
that to get either the minimum word error probability or the bit error prob-
ability, normnally different decoding strategies must be adopted. It is well
known, see [3], that the Maximum Likelihood criterion minimizes the word
error probability while a more complex criterion, which depends even on the
code. is necessary to minimize the average bit error probability [5].
Let us low briefly recall some decoding criteria that will be apllied in Olie
design of the decoders. Let r denote the received vector.

ML criterion The Maximum Likelihood criterion selects tlie transmitted
codeword that corresponds to the iniiiniui conditional probability
given r.
For block codes over the binory symmetric chanel the minimum dis-
tance decoding is maximum likely, and for the decoding operation it
can be viewed as a standard array decoding with coset leaders of min-
imum Hamming weight.

UCL criterion The Unique Coset Leader criterion selects the coset leaders
according to the following rule (binary codes):

o in cosets where the element of minimum weight is within the
code error correcting capabilities, i.e. its weight is not greater
than [ 4 J. it is taken as coset leaders;

* otherwise take the unique element with all zeros in information
positions.
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Channel (23,1217) (14,7,5) (16,8,5) (3,1,3)
p(e)

5.5E-3 7E-4 9E-4 1.3E-3 9.E-5
IE-2 2.2E-3 1.14E-2 1.75E-2 3.E-4

5.9E-2 2.3E-1 3.1E-1 3.47E-L 1.E-2
9.9E-2 .5.9E-1 I 6.58E- 1 7.1E-I 2.7E-2

aEb= a o b

Table I: Comparison of code performance over RF channels

A approach that considers communications links simply as carriers without
looking at the use or meaning of the conveyed inforniation practically must
be bit oriented. As a consequence any performance measure must refer to
t he bit error probability of the overall chain. In this case the main purpose is
to minimize the bit error probability after complete decoding. Therefore for
many classes of good and practically interesting codes the UCL decoding
strategy assumes a definitive position of )rominence because it is almost
always easier to implement all(I gives a smaller BER.

The comparison of error correcting codes with rate of flhe same order
shows that there is a conservative law in their performance that allows to

foresee code behaviors and their order. In table I some comparison of miea-
sured error probability of codes working on RF channels are reported for
sake of comparison. Here beside the theoretical limit computed for the rep-
etition code (3,3, 3), the residual e'ror probability for Golay (23, 12, 7) code,
the Preparata ( 14. 7, 5) code and Kerdock (16, 8, 5) code are considered.

6.3 - RS encoding

As an example of application of the algorithms that extensively use finite
field arithmetic ili particular multiplications, let us consider the co/decoding
of Reed-Solomon codes, which are cyclic codes (satisfying the Singleton
bound). The product of polynomials is used to encode information sym-
bols with operations performed in GF(2 '). The RS code (n,k.d) with
n > d > 3, k = n - d + 1 and generating polynomial y(x) = -l(.r - o') is
considered. This code may correct v errors and - erasures provided that the

21

-1



constraint

2v -y : d - 1 0O<v < and 0O<7<d -l1

is satisfied. For all subsequent discussions we assume that the code is system-
atic, therefore thle encoder implements algorithms that performs a dlivision
of 1(X) X'-i by g(x) to produce the remainder r(x) that allows uts to write
the codeword in the formn:

C(.r) = I(x) .1-4- + 1r(x)

For the description of structures that perform efficiently see [1 11, while as
regard to tile finite field arithmletic that are nveded we refer to sect ion 7 of
this rep~ort.

6.4 - RS dlecodig

In this section we brieflY reviewy a dlecodhing algorit his t hat conssiders eit her
erasure aiid error correction for RS codes because the combined algoriti
seems to have not received a great atteintioii. In fact, tie error correction
has been thoroughly st udied aiid] the Berlekamip-MasseY algorithmn repre-
seiits the first efficient solutiiion to t lie problem of the error allocation wh ile
Forne v's error evaluat ion is all efficient soluition ill case of nlon binlaryN codes.
Starting fromii thle Clever forimmul1at ion of the( error correction for cylccodes
dilie to Peterson. Gorens tciii aiid Zierler thbroughi Ierleka lop's ideas a lot
of algorit hums with dioifferent implementation have heeii proiposedl. For t his
reason we info not discuss anY-nioye tilie piroblem of vi-Vor Coirrection bint we
coiisider onily the sit uatioii with erasure at the RtS dlecoder input.

Complete decoding of RS code with the mninimium dlistaince criterioii is

p~ractically iiipossible because the covering radhius of these codes are alwvay's
(I I which Imeans that. we have cosets leaders of ammy wveight. Moreover for
codes of reasonable dimnsioii thme distribution of the wveight of the coset
leader is not even knowvn.
Therefore the UCL decoding is uinavoidable but thme problem of the correc-
tion of erasures still remains. However resortinig to the classical approaches
due to Peterson, Gorenstein and Zierler it is inmmediately seen that erasure
correction and error correction can be performed independenitly, in piartiru-
lar wve nmmy correct first t he erasuires anmd thlen aphil * the hlerlekaniml-\lasse '
algorithmi to flid thme errors location aiid then apply hForiiey's algorithm to
find error magnitudes.
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The procedure is based on the computation of synidromes aiid consists of
the followving formal steps:

step 1. compute d - I syndromes;

step 2. correct the erasures

step 3. re-compute the di- 1 sy ndromies;

step 4. correct the errors;

step 5. if the conditioii 2v + I < (Id I is iiot accomplished thieii to dlecode
the in formiat io symbols withI iio actimu . the erasuiires iii this case a ie
sub lst it uted wvithI sv iimos ra ndoimily gciierated.

6.4.1 - Decoding algorithm

Now we (le.scribe ini detail the first two steps of t lie above Iplaii. because thle '
seem to be overlooked lby t lie specialized literature. Next steps intsteadl have
receivedl such a wvide attentioii that %ve simpl~y refer to the dledicatedh books.
for exaiiple to the excellent [It. 51].

As said btefore thle app Iroachi is classically' die to Peterson. Goren st ciii a1ind
Zierler anud on ists in aitiisg dotwni a -et of el - I et nations iim 2v +
unkiiownis (error iiagiituide aid positions amid erasuto mita1gifit des) il i

coiisceieice of thle sYmidrones

where erasures have becii substituted withI thle 0 synmbols for simplicitY, any.
other symbol works as well. Tme system results

= y x2 I + +.y.X + 1,xfrt + ,+ z + + y'+, +2

where

- i denote cit her er-ror mo rasure niagit tite:

- xj= a', idenote the error position;
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- , i denote the kniown erasure position.

Let us introduce thle syndrome generating polynomial

d- 2

i~z =0S i

so that the ab~ove sYstem cail be written as a p~olyniomiial too

I ± z

Cons ide rinfg S( Z modulo z4  ve get tile simplificaioin

inut rodluced thle pojYnomiom l

hience iiimilt ijl ,vimg /?(:) by S (.) and fa~kinig thle iresult miodulo -Iwe OVt

Foriiewvs ptinoiliial for eta1ire migili ide f~tiiio m

Evuiatinig 11,) if fie roots NI7' of RI)we isv'

anid in coiicliisioin

where d'z)(enotes the formmal (derivative of R(--).
At this poinit synidromies are updated, thus the Berlekamp-Massey algo-

rithmn andh again the Forney method are ilsedl to evaluate the error inagmi-
tude.

T he cirec ting algorit hiins are iiiat heni at icalhv ilesrribed so for i inphem ico-
tumt mom pumrposes, it is assu mmed that ami arnt hi iiet ical ope1rat ion in I tie proper

finite field is realized by sonic specialized device:
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1. addition
2. prodluct
:3. powers
.1. fractional powers, i.e. squtare. cube roots etc.

The circuits that performi these operations are butilt following sonme generally
accepted design pirinciples t hat lead to efficient circuitry. Itltat is I ) niodli-
larity. 2) algoritlinis withI small overhead and :3) piossibility of large scale
integration (VLSI).

6.5 - Code concateniationi

Code concatenation is a flexible schienie th at allows to achIiieve gooid rolpro-
in ises amiong availabIle resourices. 'Fie iminport anlce of flexibIle. efficienit and1(
economic co-decoding ;chemevs needs not to be exlplailiedl as thle uise of Code,-
is becoming more anmd mnore imp lortanit iii the desigii of t ranis im issioii systeli s
either for satellite links, broadcast (list ribution or fiber optical Ira lmsimiissioii.

It comncernus the concateniat ion of bidna ry linear codles hothI block and1( conl-
vol ttion a and shows It at concaten atiolt is not a coinmutat ive opera tion.

,['le asymInptot ic expression of thle resuilt ing bit error p rohabidlii y for sevorai
int erest ing pa irs of conicatena ted block codes are alIso derivedl

wit ii rvsltect to decoding c'omiplexity andI decoding ilelaxv -

Inl the paper [3[1] t liese a.,tcts of i lie C0111;-. ilon are ioiie'd. ill

pil.,illar tie irivilmi of thlreshold . belie Ilil codie" ale iseles.' aie alli-
al '%zed as well as thle exact error lproma bilitY vliiat ion at high chlimel hit
erfror tirillahilitY. coiiditionis thatl fe'tst' %. Iw 1,1 , % : . I' 1w o'rat inl! coil-

dit ions are severe anad error rate of 1 t-2 aIre (oi01imoi ti0 r1

7 - Complexity considerations

Error correcting codes with high correcting capabilities reqluire high speed
conmpuhtationms ill proper fields in order to perforim t heir tasks in at tranisparenit
way to the users. Operations iii finite fields are more reliable t han in real
fields because of the lack of rounding. Hlowever to get high throughput they
nitst be executed at high speed, a not easy task if the order of thme field is
large.

Ini [AIll a comiparison of VLSI ar'chitectumres of Finite, Field mtitpliers
uisinhg different basis repiresenitat ioins is clearly presenate(d. ThIiree widiely used
iuult iplication algorithbis are ainalyzed
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9 dlual basis multiplier due to Berlekamip

*normal basis multiplier due to Mlassey-Omiura

*standlardl basis multiplier (be to Scott -Tavares- Peppa rd1

and advantages and disadvantages are clearly illustrated. We think that one
more multiplier btfheme that takes into account the structure of irredlucible
polynomials associated to base generating elements (standard basis) should
lie conveniently considered. This is the basic idea described in [35]. '[he
algorithm is suitable either for software implementation or VLSI imuplenien-
tation. It seems very efficient and easy to dleal with. thle only reservat ion
concerns the fact that we know only a. finite number of such polynomiial,.
andh it is iuproved whlet her anl in finuite numbi er exist nr nt. 1However for
mainy practically interesting cases we hiave such polynomials.

['rhe structuire of any multiplier is recalled in fig. 2. where thle dliffereiice
among the several algorithIims is inl the illleeit at ion of thle XORI-inig block.
Of course algorithms t hat require dutal basis iieed a lpre-coiiversioli of the
input bits.

In [141] referriiig to the arit hmet ics iii 6T( 2') sniit able for deal inig withI

st andiIa rd R S (2.55. 22:3) codes. wvi th respect to thle duial basis in tilt i phicr thle

ireduicibhle polYnmmiiia I of dlegree IS is chosen to lie

Howtiever in t his lield is avaiilable aii irrodmui' priimitive polvioiuial ofth

that allows us to use the most adN''antageos algorith pin roposed iii [35].
As (decodinig algorit hins for RS codes iieed also efficiemit evaluat ioiis of

powvers a shiort discussion abiouit t hiis probleii is iii ordher. Th is d iscuissiomi
ms eveni more important because in finite field the iiiverse comiputation. or
(divisioni, is equivalent to power evaluation. In fact, in GF(q). we have

The question con nected with thle mininmunm number of imultiplicat ions nec-
essary to comipuite a power is considhere(h( ii part ictihar. Two situiationis are(
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DATA-IN

DATA-OUT

DATA-IN

Figuire 2: [li, lock dla;iiin of ;i 11iiilt jplii'r for fi nite Ili Idliii

* to Coliilit pIow~ers P withI t he i'Xpllinit /I knolil ;111(1 fixed, thw
fore thle opt inI' power comlpuitationl title cal be ieiidotneo liii aniid

forever:

" To compulttte p~owers .3" wi th te e xponetit n itkilownI. sutbopt imttal
rules shltId bte ulsedl, because to find t he opt imtalI oite is u sitally ont-

itatationally bard.

Iii [.32] we have analyzed the situation and reported ionic comnments on a
long-standing conjecture ott the computation of powers.

8 - Conclusions

Int iIiis report we have Ii refly reviewed somue po~inIts t ha t are ba sic it thle

design of signal sets for communnications channels working under burdentsome
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conditions. In particular we have evidenced several relevant comp~onents

* base signals

* point configurations

*combination of codling andl mnodulation

*arithmetical operations in finite fields.

We have seen that signal processing is the tool for pursuing the objectives
p~romised 1)* the ShIiannioii theiory. In other terms digital signal processing
;Illows us to exchange coimputia tionalI comnplex ity for banidw;id thI or energy.
Slia iinon's allpproachI shliud ihave hopeftillv ga ined insight on thle system
p~erformuanice by (lv eali ng independently withI single bloc ks. funict ionalIly well
(lefiuied. The iiulderlvi ag idea was that local opt imizat ion would be easier
aiid shoulId Ihave lead to an) optimal performanice of t he o vol svst ii.0O th

con tracy U iigerboeck has showna t hat global opt imiiza tion cani p~roduice better
effects thiaii the step 1) ,v step) optiimizatioii strategy in phicitlv suggested bY
lie Shiaiinon chan nel iiodel.
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